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ABSTRACT

Wikipedia is a major source of information for many people. How-

ever, false information on Wikipedia raises concerns about its cred-

ibility. One way in which false information may be presented on

Wikipedia is in the form of hoax articles, i.e., articles containing

fabricated facts about nonexistent entities or events. In this paper

we study false information on Wikipedia by focusing on the hoax

articles that have been created throughout its history. We make

several contributions. First, we assess the real-world impact of

hoax articles by measuring how long they survive before being de-

bunked, how many pageviews they receive, and how heavily they

are referred to by documents on the Web. We find that, while most

hoaxes are detected quickly and have little impact on Wikipedia,

a small number of hoaxes survive long and are well cited across

the Web. Second, we characterize the nature of successful hoaxes

by comparing them to legitimate articles and to failed hoaxes that

were discovered shortly after being created. We find characteristic

differences in terms of article structure and content, embeddedness

into the rest of Wikipedia, and features of the editor who created

the hoax. Third, we successfully apply our findings to address a

series of classification tasks, most notably to determine whether a

given article is a hoax. And finally, we describe and evaluate a task

involving humans distinguishing hoaxes from non-hoaxes. We find

that humans are not good at solving this task and that our automated

classifier outperforms them by a big margin.

1. INTRODUCTION
The Web is a space for all, where, in principle, everybody can

read, and everybody can publish and share, information. Thus,

knowledge can be transmitted at a speed and breadth unprecedented

in human history, which has had tremendous positive effects on the

lives of billions of people. But there is also a dark side to the un-

reigned proliferation of information over the Web: it has become a

breeding ground for false information [6, 7, 12, 15, 19, 43].

The reasons for communicating false information vary widely:

on the one extreme, misinformation is conveyed in the honest but
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mistaken belief that the relayed incorrect facts are true; on the other

extreme, disinformation denotes false facts that are conceived in

order to deliberately deceive or betray an audience [11, 17]. A third

class of false information has been called bullshit, where the agent’s

primary purpose is not to mislead an audience into believing false

facts, but rather to “convey a certain impression of himself” [14].

All these types of false information are abundant on the Web, and

regardless of whether a fact is fabricated or misrepresented on pur-

pose or not, the effects it has on people’s lives may be detrimental

and even fatal, as in the case of medical lies [16, 20, 22, 30].

Hoaxes. This paper focuses on a specific kind of disinformation,

namely hoaxes. Wikipedia defines a hoax as “a deliberately fabri-

cated falsehood made to masquerade as truth.” The Oxford English

Dictionary adds another aspect by defining a hoax as “a humorous

or mischievous deception” (italics ours).

We study hoaxes in the context of Wikipedia, for which there are

two good reasons: first, anyone can insert information into Wiki-

pedia by creating and editing articles; and second, as the world’s

largest encyclopedia and one of the most visited sites on the Web,

Wikipedia is a major source of information for many people. In

other words: Wikipedia has the potential to both attract and spread

false information in general, and hoaxes in particular.

The impact of some Wikipedia hoaxes has been considerable,

and anecdotes are aplenty. The hoax article about a fake language

called “Balboa Creole French”, supposed to be spoken on Balboa

Island in California, is reported to have resulted in “people com-

ing to [. . . ] Balboa Island to study this imaginary language” [38].

Some hoaxes have made it into books, as in the case of the al-

leged (but fake) Aboriginal Australian god “Jar’Edo Wens”, who

inspired a character’s name in a science fiction book [10] and has

been listed as a real god in at least one nonfiction book [24], all

before it came to light in March 2015 that the article was a hoax.

Another hoax (“Bicholim conflict”) was so elaborate that it was of-

ficially awarded “good article” status and maintained it for half a

decade, before finally being debunked in 2012 [27].

The list of extreme cases could be continued, and the popular

press has covered such incidents widely. What is less available,

however, is a more general understanding of Wikipedia hoaxes that

goes beyond such cherry-picked examples.

Our contributions: impact, characteristics, and detection of

Wikipedia hoaxes. This paper takes a broad perspective by start-

ing from the set of all hoax articles ever created on Wikipedia and

illuminating them from several angles. We study over 20,000 hoax

articles, identified by the fact that they were explicitly flagged as

potential hoaxes by a Wikipedia editor at some point and deleted

after a discussion among editors who concluded that the article was
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indeed a hoax. Some articles are acquitted as a consequence of that

discussion, and we study those as well.

When answering a question on the Q&A site Quora regarding

the aforementioned hoax that had been labeled as a “good article”,

Wikipedia founder Jimmy Wales wrote that “[t]he worst hoaxes are

those which (a) last for a long time, (b) receive significant traffic

and (c) are relied upon by credible news media” [33]. Inspired

by this assessment, our first set of questions aims to understand

how impactful (and hence detrimental, by Wales’s reasoning) typ-

ical Wikipedia hoaxes are by quantifying (a) how long they last,

(b) how much traffic they receive, and (c) how heavily they are

cited on the Web. We find that most hoaxes have negligible im-

pact along all of these three dimensions, but that a small fraction

receives significant attention: 1% of hoaxes are viewed over 100

times per day on average before being uncovered.

In the second main part of the paper, our goal is to delineate typ-

ical characteristics of hoaxes by comparing them to legitimate arti-

cles. We also study how successful (i.e., long-lived and frequently

viewed) hoaxes compare to failed ones, and why some truthful ar-

ticles are mistakenly labeled as hoaxes by Wikipedia editors. In a

nutshell, we find that on average successful hoaxes are nearly twice

as long as legitimate articles, but that they look less like typical Wi-

kipedia articles in terms of the templates, infoboxes, and inter-ar-

ticle links they contain. Further, we find that the “wiki-likeness”

of legitimate articles wrongly flagged as hoaxes is even lower than

that of actual hoaxes, which suggests that administrators put a lot

of weight on these superficial features when assessing the veracity

of an article.

The importance of the above features is intuitive, since they are

so salient, but in our analysis we find that less immediately avail-

able features are even more telling. For instance, new articles about

real concepts are often created because there was a need for them,

reflected in the fact that the concept is mentioned in many other ar-

ticles before the new article is created. Hoaxes, on the contrary, are

mentioned much less frequently before creation—they are about

nonexistent concepts, after all—but interestingly, many hoaxes still

receive some mentions before being created. We observe that such

mentions tend to be inserted shortly before the hoax is created, and

by anonymous users who may well be the hoaxsters themselves

acting incognito.

The creator’s history of contributions made to Wikipedia before

a new article is created is a further major distinguishing factor be-

tween different types of articles: most legitimate articles are added

by established users with many prior edits, whereas hoaxes tend to

be created by users who register specifically for that purpose.

Our third contribution consists of the application of these find-

ings by building machine-learned classifiers for a variety of tasks

revolving around hoaxes, such as deciding whether a given arti-

cle is a hoax or not. We obtain good performance; e.g., on a bal-

anced dataset, where guessing would yield an accuracy of 50%,

we achieve 91%. To put our research into practice, we finally find

hoaxes that have not been discovered before by running our classi-

fier on Wikipedia’s entire revision history.

Finally, we aim to assess how good humans are at telling apart

hoaxes from legitimate articles in a typical reading situation, where

users do not explicitly fact-check the article by using a search en-

gine, following up on references, etc. To this end, we design and

run an experiment involving human raters who are shown pairs con-

sisting of one hoax and one non-hoax and asked to decide which

one is the hoax by just inspecting the articles without searching the

Web or following links. Human accuracy on this task is only 66%

and is handily surpassed by our classifier, which achieves 86% on

the same test set. The reason is that humans are biased to believe

Creation

✶ ✝? ⚑
Patrol Flagging Deletion

Survival time

t

Figure 1: Life cycle of a Wikipedia hoax article. After the ar-

ticle is created, it passes through a human verification process

called patrol. The article survives until it is flagged as a hoax

and eventually removed from Wikipedia.

that well-formatted articles are legitimate and real, whereas it is

easy for our classifier to see through the markup glitter by also con-

sidering features computed from other articles (such as the number

of mentions the article in question receives) as well as the creator’s

edit history.

The remainder of this paper is structured as follows. Sec. 2 out-

lines the life cycle Wikipedia hoaxes go through from creation to

deletion. In Sec. 3, 4, and 5 we discuss the impact, characteristics,

and automated detection of hoaxes, respectively. The experiment

with human subjects is covered in Sec. 6. Related work is summa-

rized in Sec. 7; and Sec. 8 concludes the paper.

2. DATA: WIKIPEDIA HOAXES
The Wikipedia community guidelines define a hoax as “an at-

tempt to trick an audience into believing that something false is

real”, and therefore consider it “simply a more obscure, less obvi-

ous form of vandalism” [39].

A distinction must be made between hoax articles and hoax facts.

The former are entire articles about nonexistent people, entities,

events, etc., such as the fake Balboa Creole French language men-

tioned in the introduction.1 The latter are false facts about exist-

ing entities, such as the unfounded and false claim that American

journalist John Seigenthaler “was thought to have been directly in-

volved in the Kennedy assassinations” [40].

Finding hoax facts is technically difficult, as Wikipedia provides

no means of tagging precisely one fact embedded into a mostly

correct article as false. However, in order to find hoax articles, it

suffices to look for articles that were flagged as such at some point.

Hence we focus on hoax articles in this paper.

To describe the mechanism by which hoax articles are flagged,

we need to consider Wikipedia’s page creation process (schema-

tized in Fig. 1). Since January 2006 the privilege of creating new

articles has been limited to logged-in users (i.e., we know for each

new article who created it). Once the article has been created, it ap-

pears on a special page that is monitored by trusted, verified Wiki-

pedians who attempt to determine the truthfulness of the new article

and either mark it as legitimate or flag it as suspicious by pasting a

template2 into the wiki markup text of the article.

This so-called patrolling process (introduced in November 2007)

works very promptly: we find that 80% of all new articles are pa-

trolled within an hour of creation, and 95% within a day. This way

many suspicious articles are caught and flagged immediately at the

source. Note that flagging is not restricted to patrol but may hap-

1Occasionally users create articles about existing unimportant en-
tities and present them as important, as in the case of a Scottish
worker who created an article about himself claiming he was a
highly decorated army officer [37]. We treat these cases the same
way as fully fabricated ones: whether Captain Sir Alan Mcilwraith
never existed or exists but is in fact a Glasgow call center employee
does not make a real difference for all intents and purposes.
2{{db-hoax}} for blatant, and {{hoax}} for less obvious, hoaxes.
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Figure 2: (a) Cumulative distribution function (CDF) of hoax

survival time. Most hoaxes are caught very quickly. (b) Time

the hoax has already survived on x-axis; probability of surviv-

ing d more days on y-axis (one curve per value of d). Dots in bot-

tom left corner are prior probabilities of surviving for d days.

pen at any point during the lifetime of the article. Once flagged, the

article is discussed among Wikipedians and, depending on the ver-

dict, deleted or reinstituted (by removing the hoax template). The

discussion period is generally brief: 88% of articles that are even-

tually deleted are deleted within a day of flagging, 95% within a

week, and 99% within a month. We define the survival time of a

hoax as the time between patrolling and flagging (Fig. 1).

In this paper we consider as hoaxes all articles of the English

Wikipedia that have gone through this life cycle of creation, patrol,

flagging, and deletion. There are 21,218 such articles.

3. REAL-WORLD IMPACT OF HOAXES
Disinformation is detrimental if it affects many people. The

more exposure hoaxes get, the more we should care about finding

and removing them. Hence, inspired by the aforementioned Jimmy

Wales quote that “[t]he worst hoaxes are those which (a) last for

a long time, (b) receive significant traffic, and (c) are relied upon

by credible news media” [33], we quantify the impact of hoaxes

with respect to how long they survive (Sec. 3.1), how often they

are viewed (Sec. 3.2), and how heavily they are cited on the Web

(Sec. 3.3).

3.1 Time till discovery
As mentioned in Sec. 2, since November 2007 all newly created

articles have been patrolled by trusted editors. Indeed, as shown by

Fig. 2(a), most of the hoaxes that are ever discovered are flagged

immediately at the source: e.g., 90% are flagged within one hour of

(so basically, during) patrol. Thereafter, however, the detection rate

slows down considerably (note the logarithmic x-axis of Fig. 2(a)):

it takes a day to catch 92% of eventually detected hoaxes, a week

to catch 94%, a month to catch 96%, and one in a hundred survives

for more than a year.

Next we ask how the chance of survival changes with time. For

this purpose, Fig. 2(b) plots the probability of surviving for at least

t +d days, given that the hoax has already survived for t days, for

d = 1, 30, 100, 365. Although the chance of surviving the first

day is very low at only 8% (Fig. 2(a)), once a hoax has survived

that day, it has a 90% chance of surviving for at least another day,

a 50% chance of surviving for at least one more month, and an

18% chance of surviving for at least one more year (up from a prior

probability of only 1% of surviving for at least a year). After this,

the survival probabilities keep increasing; the longer the hoax has

already survived, the more likely it becomes to stay alive.

In summary, most hoaxes are very short-lived, but those that

survive patrol have good odds of staying in Wikipedia for much
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Figure 3: CCDFs of (a) number of pageviews for hoaxes and

non-hoaxes (14% of hoaxes get over 10 pageviews per day dur-

ing their lifetime) and (b) number of active inlinks from Web.

longer. There is a relatively small number of longevous hoaxes,

but as we show later, these hoaxes attract significant attention and

a large number of pageviews.

3.2 Pageviews
Next we aim to assess the impact of Wikipedia hoaxes by study-

ing pageview statistics as recorded in a dataset published by the

Wikimedia Foundation and containing, for every hour since De-

cember 2007, how often each Wikipedia page was loaded during

that hour [36].

We aggregate pageview counts for all hoaxes by day and nor-

malize by the number of days the hoax survived, thus obtaining the

average number of pageviews received per day between patrolling

and flagging. Since this quantity may be noisy for very short sur-

vival times, we consider only hoaxes that survived for at least 7

days.3 This leaves us with 1,175 of the original 21,218 hoaxes.

The complementary cumulative distribution function (CCDF) of

the average number of pageviews per day is displayed as a red line

in Fig. 3(a). As expected, we are dealing with a heavy-tailed dis-

tribution: most hoaxes are rarely viewed (median 3 views per day;

86% get fewer than 10 views per day), but a non-negligible num-

ber get a lot of views; e.g., 1% of hoaxes surviving for at least a

week get 100 or more views per day on average. Overall, hoaxes

are viewed less than non-hoaxes, as shown by the black line in

Fig. 3(a) (median 3.5 views per day; 85% get fewer than 10 views

per day; for each hoax, we sampled one random non-hoax created

on the same day as the hoax).

The facts that (1) some hoaxes survive much longer than oth-

ers (Fig. 2(a)) and (2) some are viewed much more frequently per

day than others (Fig. 3(a)) warrant the hypothesis that hoaxes might

have a constant expected total number of pageviews until they are

caught. This hypothesis would predict that plotting the total life-

time number of pageviews received by hoaxes against their survival

times would result in a flat line. Fig. 4(a) shows that this is not the

case, but that, instead, the hoaxes that survive longer also receive

more pageviews.4

3To avoid counting pageviews stemming from patrolling and flag-
ging, we start counting days 24 hours after the end of the day of
patrolling, and stop counting 24 hours before the start of the day of
flagging.
4It could be objected that this might be due to a constant amount of
bot traffic per day (which is not excluded from the pageview dataset
we use). To rule this out, we assumed a constant number b of bot
hits per day, subtracted it (multiplied with the survival time) from
each hoax’s total count, and repeated Fig. 4(a) (for various values of
b). We still observed the same trend (not plotted for space reasons),
so we conclude that Fig. 4(a) is not an artifact of bot traffic.
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Figure 4: Longevous hoaxes are (a) viewed more over their

lifetime (gray line y = x plotted for orientation; not a fit) and

(b) viewed less frequently per day on average (black line: lin-

ear-regression fit).

Finally, when plotting survival times against per-day (rather than

total) pageview counts (Fig. 4(b)), we observe a negative trend

(Spearman correlation −0.23). That is, pages that survive for very

long receive fewer pageviews per day (and vice versa).

Together we conclude that, while there is a slight trend that hoaxes

with more daily traffic generally get caught faster (Fig. 4(b)), it is

not true that hoaxes are caught after a constant expected number of

pageviews (Fig. 4(a)). It is not the case that only obscure, practi-

cally never visited hoaxes survive the longest; instead, we find that

some carefully crafted hoaxes stay in Wikipedia for months or even

years and get over 10,000 pageviews (24 hoaxes had over 10,000

views, and 375 had over 1,000 views).

3.3 References from the Web
Next we aim to investigate how different pages on the Web link

and drive traffic to the hoax articles. While in principle there may

be many pages on the Web linking to a particular Wikipedia hoax,

we focus our attention on those links that are actually traversed and

bring people to the hoax. To this end we utilize 5 months’ worth of

Wikipedia web server logs and rely on the HTTP referral informa-

tion to identify sources of links that point to Wikipedia hoaxes.

In our analysis we only consider the traffic received by the hoax

during the time it was live on Wikipedia, and not pre-creation or

post-deletion traffic. There are 862 hoax articles that could poten-

tially have received traffic during the time spanned by the server

logs we use. We filter the logs to remove traffic that may have

been due to article creation, patrol, flagging, and deletion, by re-

moving all those requests made to the article during a one-day pe-

riod around these events. This gives us 213 articles, viewed 23,353

times in total. Furthermore, we also categorize the different sources

of requests into five broad categories based on the referrer URL:

search engines, Wikipedia, social networks (Facebook and Twit-

ter), Reddit, and a generic category containing all others. We de-

fine all search engine requests for an article as representing a single

inlink. For the other categories, the inlink is defined by the URL’s

domain and path portions. We show the CCDF of the number of

inlinks for the hoax articles in Fig. 3(b). On average, each hoax

article has 1.1 inlinks. Not surprisingly, this distribution is heavily

skewed, with most articles having no inlinks (median 0; 84% hav-

ing at most one inlink). However, there is a significant fraction of

articles with more inlinks; e.g., 7% have 5 or more inlinks.

Table 1 gives the distribution of inlinks from different sources.

Among the articles that have at least one inlink, search engines,

Wikipedia, and “others” are the major sources of inbound connec-

tions, providing 35%, 29%, and 33% of article inlinks on average.

Metric SE Wiki SN Reddit Others

Average inlinks 0.78 2.1 0.08 0.15 1.3

Median inlinks 1 1 0 0 1

Inlinks per article 35% 29% 0.6% 3% 33%

Table 1: Number of inlinks per hoax article (“SE” stands for

search engines, “SN” for social networks).

These hoax articles have 2.1 inlinks from Wikipedia and 1.3 from

“other” sources on average.

Overall, the analysis indicates that the hoax articles are accessi-

ble from multiple different locations, increasing the chances that

they are viewed. Moreover, hoaxes are also frequently reached

through search engines, indicating easy accessibility.

4. CHARACTERISTICS OF SUCCESSFUL

HOAXES
In the present section we attempt to elicit typical characteristics

of Wikipedia hoaxes. In particular, we aim to gain a better under-

standing of (1) how hoaxes differ from legitimate articles, (2) how

successful hoaxes differ from failed hoaxes, and (3) what features

make a legitimate article be mistaken for a hoax.

To this end we compare four groups of Wikipedia articles in a

descriptive analysis:

1. Successful hoaxes passed patrol, survived for significant time

(at least one month from creation to flagging), and were fre-

quently viewed (at least 5 times per day on average).

2. Failed hoaxes were flagged and deleted during patrol.

3. Wrongly flagged articles were temporarily flagged as hoaxes,

but were acquitted during the discussion period and were

hence not deleted.

4. Legitimate articles were never flagged as hoaxes.

The set of all successful hoaxes consists of 301 pages created

over a period of over 7 years. The usage patterns and community

norms of Wikipedia may have changed during that period, and we

want to make sure to not be affected by such temporal variation.

Hence we ensure that the distribution of creation times is identical

across all four article groups by subsampling an equal number of

articles from each of groups 2, 3, and 4 while ensuring that for each

successful hoax from group 1 there is another article in each group

that was created on the same day as the hoax.

Given this dataset, we investigate commonalities and differences

between the four article groups with respect to four types of fea-

tures: (1) Appearance features (Sec. 4.1) are properties of the arti-

cle that are immediately visible to a reader of the article. (2) Net-

work features (Sec. 4.2) are derived from the so-called ego network

formed by the other articles linked from the article in question.

(3) Support features (Sec. 4.3) pertain to mentions of the consid-

ered article’s title in other articles. (4) Editor features (Sec. 4.4)

are obtained from the editor’s activity before creating the article in

question.

4.1 Appearance features
We use the term appearance features to refer to characteristics

of an article that are directly visible to a reader.

Plain-text length. One of the most obvious features of an arti-

cle is its length, which we define as the number of content words,

obtained by first removing wiki markup (templates, images, refer-

ences, links to other articles and to external URLs, etc.) from the

article source text and then tokenizing the resulting plain text at

word boundaries.
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