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ABSTRACT

Despite the existence of highly successful Internet collaborations
on complex projects, including open-source software, little is known
about how Internet collaborations work for solving “extremely”
difficult problems, such as open-ended research questions. We
quantitatively investigate a series of efforts known as the Polymath

projects, which tackle mathematical research problems through open
online discussion. A key analytical insight is that we can contrast
the polymath projects with mini-polymaths — spinoffs that were
conducted in the same manner as the polymaths but aimed at ad-
dressing math Olympiad questions, which, while quite difficult, are
known to be feasible.

Our comparative analysis shifts between three elements of the
projects: the roles and relationships of the authors, the temporal
dynamics of how the projects evolved, and the linguistic properties
of the discussions themselves. We find interesting differences be-
tween the two domains through each of these analyses, and present
these analyses as a template to facilitate comparison between Poly-
math and other domains for collaboration and communication. We
also develop models that have strong performance in distinguish-
ing research-level comments based on any of our groups of fea-
tures. Finally, we examine whether comments representing re-
search breakthroughs can be recognized more effectively based on
their intrinsic features, or by the (re-)actions of others, and find
good predictive power in linguistic features.

1. INTRODUCTION
Groups interacting on the Internet have produced a wide range of

important collaborative products, including encyclopedias, anno-
tated scientific datasets, and large pieces of open-source software.
These successes led the Fields Medalist Timothy Gowers to ask
whether a similar style of collaboration could be used to approach
open research questions. In particular, his focus was on his own do-
main of expertise, mathematics, and in early 2009 [6] he famously
asked, “Is massively collaborative mathematics possible?”

Shortly after posing this question, he and a group of colleagues
set out to test the proposition by attempting it. They began the
first in a series of so-called Polymath projects; in each Polymath
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project, an open, evolving group of mathematicians communicate
via a shared blog attempt to solve an open research problem in
mathematics. The groups have been quite diverse in background;
they have included active participation from Gowers and a second
Fields Medalist, Terence Tao, along with a large set of both profes-
sional and amateur mathematicians. To date there have been nine
Polymath projects; three of them have led to published papers and
one to notable partial results preceding the subsequent resolution of
its central question, thus demonstrating that this approach can lead
to new mathematical research contributions with some regularity.

The Polymath projects have an explicitly articulated set of guide-
lines that strongly encourage participants to share all of their ideas
via online comments in very small increments as they happen, rather
than thinking off-line and waiting to contribute a larger idea in a
single chunk. We can thus see, through the comments made on the
site during the project, almost all the ideas, experiments, mistakes,
and coordination mechanisms that participants contributed.

Attempts to think about the nature of the collaboration underpin-
ning Polymath lead naturally to analogies in several different direc-
tions. One analogy is to the online collaborations one finds in other
settings, such as Wikipedia [10] and open-source software projects
[18]. A second analogy is to large decentralized collaborations that
take place in “traditional” scientific research [9].

But both analogies are limited. The first does not quite fit be-
cause our existing models of collaborative work on the Internet
involve domains where the task is inherently “doable”: the feasi-
bility of the task — authoring an encyclopedia article or writing an
open-source computer program to match a known specification —
is not in doubt, and the primary challenge is to achieve the requisite
level of scale and robustness. In Polymath, on the other hand, we
see people who are the best in the world at what they do struggling
with a task that might be beyond them or impossible as they work
on open problems in their field.

The second analogy also does not quite fit: as noted by Gow-
ers [6], decentralized scientific collaborations have typically fo-
cused on problems that are inherently decomposable into separate
pieces. With Polymath, on the other hand, we see problems that
present themselves initially as a unified whole, and any decom-
position needs to arise from the collaboration itself. Anyone with
Internet access can participate for any period of time that they wish.

For all these reasons, Polymath provides a glimpse into a novel
kind of activity — the use of Internet collaboration to undertake
world-class research — in a way that is not only open but com-
pletely chronicled. In the same way that co-authorship networks
have provided a glimpse into the fine-grained structure of scien-
tific partnerships [8, 5], the contents of Polymath offer a look at
the minute-by-minute communication leading to the research that
these partnerships enable.
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With a growing number of sites where people congregate to dis-
cuss solutions to hard problems, it is useful to also appreciate the
basic similarities between Polymath and other Web-based commu-
nication and collaboration platforms. Even if the specific findings
about Polymath do not generalize to all other contexts, the ques-
tions themselves can often be generalized. With this in mind, an
additional goal of the paper, beyond the investigation of Polymath
as a domain, is to present a template for questions that we believe
can be productively asked in general about the type of data that
sites like Polymath generate. We hope that this template will help
facilitate direct comparisons and contrasts with future studies of
collaborative Web-based problem-solving.

1.1 Summary of contributions
Data from Polymath 1 was analyzed in an interesting paper by

Cranshaw and Kittur [2]; in their own words, they provide “an in-
depth descriptive analysis of data gathered from [Polymath 1],”
focusing on the role of leadership in the progress of the project,
and the interaction between established members and newcomers
as the projects proceeded. With the inception of eight new Poly-
math projects, and rich variation in their evolution and success, a
new set of opportunities arises in the type of questions we can ex-
plore with Polymath data. We organize our analysis around two

central questions regarding Polymath.

(1) Research or hard problem-solving?

At a general level, our first question is to analyze some of the dis-
tinctions between online discussion about open research questions
versus online discussion about tasks where the outcome is more
attainable.

To address this question, and to make the comparison as sharp
as possible, we use a source of discussion data that comes from
Polymath itself: the mini-polymath projects. Shortly after Poly-
math was successfully underway, Terence Tao assembled a group
to solve something hard but more manageable than a research ques-
tion; each mini-polymath problem is a question from a past Interna-
tional Mathematical Olympiad (IMO). The existence of the mini-
polymaths provides us with a very natural contrast between the two
types of activities. Specifically, we can understand the differences
between tackling an open-ended research problem, where current
techniques may be completely inadequate for finding a solution,
vs. solving a problem that, while difficult, is known to be feasi-
ble, in a setting where, to a large degree, there is control for topic
(in both cases, difficult mathematics) and for participants (there
are dozens of people who participated in both Polymath and the
mini-polymaths). We study and contrast the polymath and mini-
polymath projects with three lenses: the roles and relationships of
the authors, the temporal evolution of the projects, and the linguis-
tic properties of the comments.
Roles of authors and leadership. First, we analyze the role of
the authors, the role of leadership, and differences in patterns of
conversation networks in the two domains. In particular, in the re-
search domain we observe that there is a substantially higher con-
centration of activity in the hands of fewer people, indicating that
there was a more distinct notion of contribution leadership in the
research domain than the somewhat easier mini-polymath domain.
We further observe that there is significantly more symmetry in the
global conversation network than what would be initially expected,
which is not the case in the mini-polymath projects.
Temporal dynamics. Second, we consider how progress in the
two domains evolved over time, and observe interesting patterns
both in differences and similarities between the two domains. The
two types of projects differ in the temporal properties of the dis-

cussion: overall, comments come more quickly in mini-polymath
projects, befitting their smaller-scale format, but, interestingly and
unexpectedly, on the shortest time scales comments actually come
more quickly in Polymath, indicating that the research discussions
have the potential to reach the most rapid-fire rate.
Linguistic properties. Third, we study the use of language in the
two domains, in both content and high-level linguistic features such
as politeness, relevance, and specificity, again finding interesting
differences between the two domains. Strong signals in the text
distinguish comments in Polymath projects from those in mini-
polymath projects. At the most naive level, using bag-of-words
classification achieves an accuracy above 90%, since problem-specific
terms and time differences (as expressed by words such as “primes”
or “July”) can be prominent in these two kinds of discussions.
But surprisingly, and more importantly, restricting attention to just
words that are not topic-focused still achieves 90% accuracy, sug-
gesting stylistic differences in Polymath comments and mini-polymath
comments. Additionally, high-level linguistic features beyond just
individual words display significant differences between the two
domains: research discussions in Polymath projects have higher
average word distinctiveness, higher relevance to the original post
for the topic, greater politeness, and greater usage of the past tense.

(2) General contribution or research highlight?

Our second question is based on a key aspect of research collabo-
rations — they pass through “milestones” when important progress
is made. Can we characterize such milestones as the collaboration
unfolds? With the ability to do this, one may be able to set up
mechanisms that help researchers focus on promising directions,
which can potentially result in more productive research collab-
oration. Alternatively, a more pessimistic hypothesis is that these
milestones may only be realized in retrospect. To characterize these
milestones, we formulate a prediction problem that asks whether it
is possible to identify comments that were marked “highlights” by
participants.

The task of identifying highlights turns out to be more challeng-
ing than our first task, distinguishing Polymath comments from
mini-polymath ones. Nevertheless, we still obtain prediction per-
formance significantly above the baselines for the task. To help
understand whether the challenge is inherently in the task or in
the shortcomings of our prediction algorithms, we compared to the
performance of applied mathematics graduate students in recog-
nizing highlights from Polymath discussions. Algorithms using the
strongest feature sets achieve comparable performance to these hu-
man judges. We also find that features based on the individual com-
ments themselves outperform features that try to capture reactions
or the run-ups to the comments in question.

2. DATA
The Polymath and mini-polymath projects share their common

roots in a gateway wiki hosted by Michael Nielsen1. Starting from
that site, we parsed all discussion comments, and for each comment
retained its text, its author’s WordPress username, its timestamp
(with minute-level granularity), and its permalink.

For portions of our analysis we use all the Polymath projects, but
in other parts we focus on the most active and successful. As Ta-
ble 1 indicates, there is a relatively wide variation in the amount of
content produced as part of each Polymath project, as well as vari-
ation in their levels of success. The mini-polymaths, on the other
hand, are more uniform and each solved the Olympiad problem that

1http://goo.gl/LVEWbe
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up to time ti. Then the project’s instantaneous velocity and acceler-
ation are the first and second time derivatives of x(t), which can be
measured using the central difference formula: v(ti) = x

′(ti) ≈
x(ti+1)− x(ti−1)

ti+1 − ti−1

, and similarly for a(ti) = v
′(ti). We compute

the average velocity with units of comments per minute, provid-
ing a summary measure of how rapidly each project progressed.
The average acceleration then has units of comments per minute
per minute, and tells us whether or not the speed of the project was
picking up (positive acceleration) or slowing down (negative accel-
eration).

Finally, we introduce the notion of a comment’s momentum: bor-
rowing from physics, the momentum of an object is the product of
its mass and its velocity. We interpret the number of characters in a
comment as its mass and so compute the momentum as the product
of a comment’s length and its velocity. This notion of momentum
enables us to distinguish between projects with, for example, the
same commenting rate but with different average comment lengths.
High-momentum projects pick up more speed. Surprisingly, in
Figure 3 (bottom) we find that all Polymath and mini-polymath
projects have a positive average acceleration. Earlier we observed
that comment response times were on average faster in mini-polymath
than in Polymath; we also observe that they tend to have higher ac-
celeration

Perhaps most strikingly, in Figure 3 (bottom), we see that the
average acceleration and momentum in this case have an approx-
imately monotonic relationship with each other, meaning that the
projects with the highest momentum were also the projects that
were picking up the most speed. This monotonic relationship is
not something to be expected a priori: for example, a project that
started off with long, rapid comments and slowly decayed would
have high average momentum and negative acceleration; but all
of the examples observed here have the opposite pattern, with the
higher momentum projects accelerating more rapidly.

5. LINGUISTIC FEATURES
Following the plan outlined in the introduction, we continue by

studying the distinctions between Polymath projects — represent-
ing research on open problems — and mini-polymath projects, which
are efforts to solve Math Olympiad problems. This investigation
offers the opportunity to understand the contrasts between these re-
lated but qualitatively different types of collaborative activities. In
this section, we introduce the high-level linguistic features that we
consider and the differences observed in how they manifest in the
two domains.

5.1 Exploring high-level linguistic features
Our set of high-level linguistic features draws on recent innova-

tions in natural language processing that have been used for appli-
cations including the memorability of movie quotes [3], the effects
of wording on message propagation [16] and the popularity of on-
line posts [12]. We supplement these features with several more
basic ones as well.

We divide the features into four groups: relevance, distinctive-
ness, politeness and generality. To get an initial understanding of
how these features differ between Polymath and mini-polymath
projects, for each one we conduct a t-test between feature val-
ues extracted from Polymath comments and mini-polymath com-
ments (Table 4). We find that Polymath comments are indeed sig-
nificantly different in many of these features compared to mini-
polymath comments. Later in §6, we will see how they perform
in a prediction setting in comparison to topic-based linguistic fea-

Table 4: T-test results for high-level linguistic features. For each
feature, we conduct a t-test from two independent samples, ex-
tracted from Polymath comments and mini-polymath comments re-
spectively, where the null hypothesis is that the two kinds of com-
ments come from the same distribution. The number of arrows in
the table visually indicates the p-value magnitude: p < 0.05: 1
arrow, p < 0.01: 2 arrows, p < 0.001: 3 arrows, p < 0.0001: 4
arrows. ↑ indicates that Polymath comments have larger values; ↓
indicates that mini-polymath comments have larger values.

Feature test results

Relevance

similarity to original post ↑↑↑↑
similarity to current post ↑↑↑↑

Distinctiveness

average log POS unigram prob ↑↑↑↑
average log POS bigram prob -
average log POS trigram prob ↑
average log lexical unigram prob -
average log lexical bigram prob ↑↑↑↑
average log lexical trigram prob -

Politeness

politeness [4] ↑↑↑↑
number of hedges ↑↑↑↑
fraction of words that are hedges ↓

Generality

frac. indefinite articles ↓↓↓↓
frac. past tense ↑↑↑↑
frac. present tense -

tures, as well as the role- and temporal-based features discussed in
§3 and §4.

We begin by describing the feature-level differences between
Polymath and mini-polymath comments. For each category of dif-
ferences, we summarize it first in a bold-faced sentence and then
elaborate in the subsequent paragraph.
Research discussions match the original problems more closely.

We first ask how much the language used in the discussion drifts
away from the language used at the outset of the project to describe
the problem. We do this by computing Jaccard similarity between
each comment and the original post for the project. Since the dis-
cussions are segmented into threads of roughly 100 consecutive
comments each, we also compute a related measure — the Jaccard
similarity between each comment and the initial post in the thread
it belongs to.

One might expect that since research discussions are open-ended,
the language might drift quickly away from the description of the
initial problem. In fact, we find that comments are significantly
more similar to the original posts for Polymath projects, both in the
original problem description and in the current post.
Research discussions have less distinctive language. One might
expect the language in tackling hard research problems to be more
“distinct” from daily language compared to that in solving prob-
lems with known solutions. We formalize distinctiveness using
language model scores, defined as the average logarithm of word
probabilities [3, 12, 16]. Our language model, based on frequen-
cies of one, two, and three word sequences (unigrams, bigrams,
and trigrams) of words and part-of-speech tags, is developed from
the Brown corpus [11].

Perhaps somewhat surprisingly, research discussions resemble
daily language more in terms of part-of-speech tag patterns. When
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• Linguistic features. The linguistic features consist of non-topical

features (denoted “nt-ling”) listed in the first four bullet points,
and topical features (denoted “topic ling”) listed in the latter two
bullet points.

– (nt ling) High-level linguistic features, as discussed in §5.1:
politeness, generality, specificity, hedging, fraction of novel

words with respect to the entire preceding conversation or to
a fixed-size window of previous comments.

– (nt ling) LIWC. Linguistic Inquiry and Word Count (LIWC)
includes a dictionary of words classified into different cate-
gories, along dimensions that include affective and cognitive
properties [15]. We use the frequency of each LIWC category
in a comment as features.

– (nt ling) Part-of-speech tags (POS). Part-of-speech tags can
provide us with stylistic information for a comment. All pos-
sible part-of-speech tags are considered as features.6.

– (nt ling) Stopwords from the NLTK7; most frequent 50 words
from the training data; most frequent 100 words from training
data.

– (topic ling) Bag-of-words (BOW). This is a very strong method
typically used in natural language processing tasks. We in-
clude all the unigrams that occur at least 5 times in our training
data as features. We use the tokenizer from the NLTK package
after replacing urls and MathJax scripts with special tokens.

– (topic ling) Bag-of-words for the preceding and succeeding
comments. The same definition as the feature above, but now
for each of the five comments before the comment in question,
and each of the five after.

Computational evaluation of prediction. We use 5-fold cross-
validation in our computations to measure prediction performance.
Since the task is balanced, we use accuracy as our evaluation met-
ric. In the computations, for each feature set, we extract the values
from each comment in a pair, and then take the differences between
the first comment and the second comment in this pair. For BOW
and POS based features, we normalize the feature vectors using L2-
norms, while for the other features, the values are linearly scaled to
[0, 1] based on training data. We use scikit-learn in all prediction
computations.8

Prediction: Roles, Temporal. In Figure 4 we observe that us-
ing the anonymized roles (author motifs as discussed in §3.2) of-
fers good performance. This positive performance may be due to
the distinctions we observed above. In particular, the Polymath
projects tend to have larger and significant correlations in the reply
structure of the comment threads.

We also observe that the temporal features offer significant im-
provements over the random baseline. As with the role features,
this performance increase can potentially be understood as thanks
to the substantial differences in temporal dynamics in the two projects
that we discussed in §4.
Linguistic prediction performance: topical vs. non-topical. We
make several observations about the prediction results based on
linguistic-only features. First, all the feature sets improve on the
length baseline for both the uncontrolled task (when we form a pair
for each mini-polymath comment) and the controlled task (when

6Througout we use the NLTK maximum entropy tagger
with default parameters, which is based on the Penn Tree-
bank Dataset (http://www.cis.upenn.edu/~treebank/
home.html)
7http://www.nltk.org/
8http://scikit-learn.org/

Table 5: Top 20 features in Polymath vs. mini-polymath prediction.
Features are separated by spaces. High-level linguistic features are
in quotes. Other non-topical features are named by concatenat-
ing the category name and feature name; for instance, “POS-adj”
means the feature “adjectives” from the part-of-speech category.

Top bag-of-word features

Polymath sequences “ is sequence primes prime - now values at ” in
different of by 3 also latex paper x

mini-polymath m then can points ... mine number mines point n coins
proof moves comments added all any partial thread 2

Top non-topical features

Polymath “similarity to original post” “similarity to current post”
POS-adjective POS-adverb “POS-verb (past)” POS-“
“frac. past tense” POS-preposition liwc-work POS-
noun numchars liwc-adverb liwc-auxverb nummathchars
liwc-preps “POS-verb (non-3rd present)” liwc-they POS-:
liwc-time “average log unigram prob (lexical)”

mini-polymath liwc-motion liwc-assent liwc-we liwc-certain liwc-cause
liwc-negemo liwc-achieve “frac. indefinite articles”
liwc-filler liwc-conj liwc-nonfl liwc-quant liwc-number
POS-NONE “POS-adjective (superlative)” “POS-verb
(base form)” POS-$ “POS-proper noun (singular)” POS-
determiner POS-particle

we match the author and approximately match the length within
each pair).

Second, the bag-of-words feature set slightly outperforms the
non-topic feature set on the uncontrolled task, but when we add
length and author controls, in fact the non-topic feature set signif-
icantly outperforms the bag-of-words features, achieving close to
90% accuracy. It is interesting that the non-topic feature set should
achieve this, since it is not attuned to the content of the comments
themselves. Moreover, the non-topic features actually give better
performance on the controlled task than on the uncontrolled task,
despite the fact that the controlled task was set up to limit the ef-
fectiveness of various features; meanwhile, the performance of the
bag-of-words feature set in the controlled task (along with stop-
words and POS) drops significantly.

As for individual categories, high-level linguistic features actu-
ally outperform all other non-topical categories despite the small
number of features in this category, including commonly used LIWC
features. This observation is robust across both tasks. It is worth
noting that there are fewer high-level linguistic features than POS
or LIWC features.

In terms of top features (Table 5), similarity to the original prob-
lem statement is the most prominent signal for Polymath com-
ments, followed by part-of-speech tags including adjectives; in con-
trast, LIWC categories and part-of-speech tags tend to be top indi-
cators of mini-polymath comments. Table 5 also shows the top
word-level features that emerged for the bag-of-words feature set,
including topical words such as “sequence”, “prime” and “mine”9.

7. IDENTIFYING RESEARCH HIGHLIGHTS:

INTRINSIC VS. CONTEXTUAL EVIDENCE
We now investigate the second main question we posed in the

introduction: Are research breakthroughs identifiable in a string of
comments? If they are, can one best recognize them solely from
their content, a finding that could indicate that authors know the
eventual importance of their statements? Or are breakthroughs best

9“Mine,” in the sense of an explosive device, occurred in one prob-
lem in IMO.
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9. CONCLUSION
Polymath is an interesting experiment in promoting Internet col-

laboration on a type of activity — working on open mathemati-
cal research problems — that is otherwise not really represented
in large open online collaborative efforts. Using this site as a lens,
we have sought to contrast Internet collaborations on open research
problems with Internet collaborations on “merely” difficult prob-
lems.
Limitations. While Polymath is the most visible effort at open In-
ternet collaboration on mathematical research problems, one should
be careful about generalizing too far from a single domain. More-
over, we can ask whether there are specific aspects of Polymath that
played a role in the findings. Perhaps most importantly, the partici-
pation guidelines of the main Polymaths promoted rapid, incremen-
tal posting over the arguably more typical research mode wherein
one engages in longer periods of off-line reflection and indepen-
dent thought. The (laudable) intent was to make the project more
accessible, but it is possible that the collaboration was less natural
as a result. Regardless of these concerns, of course, it is clear that
several projects had successful outcomes, resulting in publications
and/or important partial progress toward the stated goal.
Future Directions. Many of our findings open up promising fu-
ture directions. First, the reply-time properties are interesting, with
the intriguing fact that Polymath, which is significantly slower than
Mini-Polymath overall, becomes faster at the shortest time scales.
We would like to understand the reason for this fast pace; it is
also natural to ask whether this “organically” developed fast pace
is good for collaborations, or whether it is more effective to pro-
ceed more slowly at the shortest time scales. It is also interesting
to ask whether we can trace any potential effects that the high-level
linguistic properties have on the trajectory of the discussion or the
quality of the outcome.

Finally, our second prediction task, on identifying highlights in
real time, raises potential questions for the design of future itera-
tions of Polymath-style sites. If it were possible to flag predicted
highlights as they happen, is this a useful thing to make explicit for
a group engaged in research? And if so, is it more productive to
call attention to these predicted highlights as they happen, or at a
later point? Questions in this style point to the potential opportuni-
ties for algorithms trained on this type of data to assist in guiding
future discussions, when on-line groups assemble to work on hard
problems together.
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