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ABSTRACT

In this paper, we propose CaTER, which learns a novel context-
aware joint representation of text and user by incorporating seman-
tic text embedding of unlabeled tweets as well as social relation
information. CaTER leverages the wealth of user contextual infor-
mation available apart from user’s utterances for sentiment analy-
sis. Our approach is inspired by social science about emotional be-
haviors of connected users, who perhaps more likely to consensus
on similar opinions. Our method outperforms numerous baselines
on two real-world Twitter datasets.
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1. INTRODUCTION

Sentiment analysis for social media platforms like Twitter poses
several challenges for researchers. The social text data often con-
tains short and noisy messages. It also contains lots of emotional
abbreviations, emoticons and has no syntactic structure. Because
of highly discourse variations, sentiment data in social media often
lacks of sufficient labeled data. However, existing sentiment anal-
ysis methods require sufficient texts labeled with polarity, thereby,
not suitable for social media data. Currently, there are some effort
to overcome this issue. Hu et al. [2] used supervised method to
model message similarity by exploiting user relationship. Go [1]
used distant supervision based on noisy labels. Speriosu et al. [4]
used semi-supervised label propagation on unlabeled tweets upon
social relations. Tang [5] used deep learning to learn an effective
word representation based on noisy labelled tweets.

Besides textual content, networked characteristic is a distinct
feature of blog messages via user relationships because it may con-
tain useful semantic information, which are not available in tradi-
tional purely text contents. According to the principle of homophily
[2], when user are connected by a social relationship, they might
tend to consensus on opinions. Motivated by this, we propose a

three-phase semi-supervised deep learning framework, called CaTER,

for sentiment analysis in social media. CaTER leverages on both
ground-truth labeled, unlabeled tweets and social relation data in

tackling the social media sentiment issues. CaTER is a semi-supervised
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method, which works on both of text-level and user-level. We use
a semi-supervised approach in order to exploit the vast amount of
unlabeled data to capture semantic similarity of textual and user-
context via latent low-dimensional space representations.

2. PROPOSED APPROACH

Given a corpus D = {t1,12,...,ty } of N tweets, which are gener-
ated by the set of users U = {uy,uy, ..., ups }, where M is the number
of distinct users. Let W = {wy,vy,...,wg } be the word vocabulary.
For each message in the corpus t; € D, t; = (x;,y;) € R""¢ consists
of tweet and sentiment label, where x; € R”" is the tweet feature
vector and y; € R¢ is the sentiment label vector. Learning a senti-
ment classifier can then be abstracted into two main steps. Firstly,
we find a feature embedding function & that maps a tweet ¢ posted
by user u to its feature vector ey, = ®(x,u). Secondly, we learn
a sentiment classifier f(®(x,u)) to automatically assign sentiment
labels for unseen message ¢ posted by user u (i.e., test data) such
that f(®(x,u)) =y. This paper focuses on learning a good user-
context-aware text representation ®(x,u).

We propose a 3-phase semi-supervised deep learning framework,
called Context-aware Text Representation (CaTER), for sentiment
analysis in social media.

Text Representation. We learn an embedding function @7 (x) :
R" — R¥ that represents the semantic meaning of each tweet in a
vector space. Each word w € W is associated with a d-dimensional
vector, i.e., e,, € RY. We use the skip-gram model proposed in the
word2vec! algorithm to learn the word presentation. In this model,
we are given an unlabelled tweet corpus 7 of words w € W and
their contexts ¢ of neighboring words. Let p(c|w) be the condi-
tional probabilities of the context of a given word w. To learn word
representation given the corpus 7', the goal is to set the parameters
Pr(w) = ey of p(c|w;Pr) to maximize the corpus probability

maximize H [ H plclw; @r)]
Prwer ceC(w)
where C(w) is the set of contexts of word w. The above objective
function is maximized using Negative Sampling technique. Finally,
the vector representation e, of a tweet sequence x = (wy,...,w) is
computed based on its word’s embedding via a nonlinear mapping.

User-Context Representation. It learns an embedding function
Dy (u) : RM — R? that represents the semantic meaning of each
user-context from social relation graph. Each user u € U is associ-
ated with a d-dimensional vector, i.e., ¢, € RY.

Let G = (U, E) be the social relation graph, where U is the user
list and E is the connections. For sentiment homophily, we want
to learn a community-aware latent representation, in which the dis-
tance between latent embedding of users should preserve the latent
similarity between the corresponding users in the social graph. We
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learn user representation in a similar way for text representation by
using random walks. Let W, = {u;—p, .., u;, .., ui1 } be the random
walk centered at user u;. Random walk is widely used to model the
node similarity for community detection because it captures statis-
tical structure information of network. We model the graph as a
collection of fixed-length random walks. These walks can be con-
sidered equivalently as short sentences and phrases in a text cor-
pora. Hence, similar as in text, we can estimate the likelihood of
observing the context ¢(u;) of a given user u; in the random walk.
It maximizes the objective probability of any user appearing in the
random walk context using stochastic gradient descent:
H IOgPI‘({M,',p7 ...,u,-+p} \ ui|¢'y (u,'))
ueG

Context-aware Text Representation. We propose a bilinear
embedding model that learns a joint d-dimensional embedding space
for context-aware user-text representation using labeled data. Let
ey = ®r(x),x € R" be a text embedding and let e, = Py (u),u € RM
be a user embedding. We have useful information about user em-
bedding responsible for each tweet post. The joint user-text model
leverages text representation by incorporating a user dependent bias
term into. This assumption captures the notion of homophily: users
represented by similar vectors are more likely to write similar text.
As user information (i.e., interest, background, etc...) is reflected
in their user generated text (e.g., a sports fan is more likely to talk
sports), predicting user-generated content given users’ representa-
tions impacts the learning of text representations. In particular,
the context-aware user-text joint embedding, ey, = ®r4y(x,u) :
R" x RM — R4, is defined as

Pr iy (x,u) = Pex+ Qey

maximize
Dy

where P € R¥" and Q € R¥*M are text and the user embedding
matrix respectively. We regularize the model by constraining the
norms of P and Q to prevent the model from overfitting: ||P;||» <
Ji=1,..,n,and || Q|| <1,i=1,....M. Recallthatye Y ={1,...,c}
denote the list of sentiment labels. Let ®y (y) : R — R¥ be label
embedding. The bilinear model is of the form:

g([x7 u]7Y) = q)T+U(x7 M)Tq)Y(y)

Training algorithm. We train our bilinear embedding model g([x, u],y)

to learn @7,y and ®y by minimizing the Weighted Approximate
Rank Pairwise loss defined as in [6]. This loss approximately op-
timizes the loss function using stochastic gradient descent with a
negative sampling technique.

3. EXPERIMENTAL EVALUATION

We evaluate our algorithm on two corpora: Stanford Twitter Sen-
timent (STS) and Obama-McCain Debate (OMD). The Stanford
Twitter Sentiment (STS) was collected by Go et al. [1], which
consists of 8467 users and 40216 tweets with polarity sentiment
labels. The Obama-McCain Debate (OMD) consists of 735 users
and 3,269 tweets posted during the presidential debate on Septem-
ber 26, 2008 [4]. Due to original purpose, both of the datasets lack
social relation graph information between users in this dataset. And
the number of unlabelled tweets is also not sufficient for effective
learning of word representation using deep learning. To overcome
this, we exploit a complementary and very-large Twitter social net-
work dataset? [3], which consists of 11 millions of users, 1.46 bil-
ions of social relations and 106 millions of tweets. We use the
Twitter complete follower graph to obtain the social relation graph.
In addition, the initial word representation is learnt using this un-
labelled tweets. We compare our framework with several state-of-
the-art #f-idf baselines for sentiment analysis including SVM, Dis-
tant Supervision (DS), Label Propagation (LPROP) and SANT [2]
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Figure 1: Sentiment accuracy comparison on STS and OMD.

and one Logistic Regression with word embedding (LG-we) [5].
For CaTER, we train our model with simple linear logistic regres-
sion f(ex) based on the final text embedding ey, = P71y (x,u).

Figure 1 presents the sentiment classification accuracy results
on STS and OMD datasets. We find that the proposed method
CaTER has the best accuracy among all the other methods. We
also observe that although the noisy labels are helpful on sentiment
task, using only noisy labels to train a classifier (DS) marginally
increases the accuracy as compared with supervised ground-truth
methods like SVM. We also see that LPROP and SANT, which ex-
ploit both text and social graph information, can also only gain a
considerable accuracy improvement as compared with traditional
SVM and DS. More importantly, we find that LG-w2v, which uses
only low-dimensional latent representation for text, can also only
gain a marginal accuracy improvement as compared with LPROP
and SANT. This emphasizes the effectiveness of our Phase 1 for
text embedding. In particular, our CaTER has achieved a superior
performance on both datasets. Specifically, CaTER outperforms
the best SANT baseline by 3.0% and a text embedding by 5.2% on
average. It shows that incorporating user-context information into
text representation helps improve the performance.

4. CONCLUSIONS

Our experiments establish the effectiveness of exploiting user-
context information for leveraging social media sentiment analy-
sis using social relation graph. When labeled data is scarce, vast
amount of unlabelled data and social relation graph are available,
deep learning and latent low-dimensional vector representation can
be an effective way to do semi-supervised sentiment analysis.
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