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ABSTRACT
This study presents the first analysis of h-index sequences
on a larger scale. Exemplarily, we investigated researchers
from three different fields within Computer Science. We
use Google Scholar citation profiles as data source to con-
struct the h-index sequences of individual researchers. Our
ultimate goal is to develop a self-evaluation tool, to as-
sess one’s own development of the h-index in comparison
to other researchers in the same field, maybe identify ca-
reer role models in the field and assess career development
with future chances of success. The results of this study
show that the average h-index sequences behave differently
for the datasets, which is partly due to the different sam-
ple sizes. Hence, further research will be needed to confirm
if every research field behaves differently. In addition, we
applied the algorithm developed by Wu et al. [22] to our
data to classify the h-index sequences of individual authors
according to five different shape categories. The majority
of researchers has an S-shaped h-index sequence, followed
by IS-shaped and linear sequences. Purely concave or con-
vex sequences hardly ever occur. The researchers with the
highest h-indices after 10 career years respectively belong
to the S-shaped and IS-shaped categories with a few linear
category occurrences. Hence, having a linear h-index is not
only very hard to achieve, it is also not a guaranty to be the
researcher with the highest h-index in a field.

Keywords
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1. INTRODUCTION
Research assessment, and individual research assessment

in particular, has been a research topic discussed for a long
time. Indicators have been developed that should convey
an impression of a researcher’s impact at a glance but when
it comes to career advancement, promotion and assignment
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of research funds, a single indicator might be misleading
and not contain the whole picture. Different research eval-
uation initiatives rely on different approaches and not all
of them rely on scientometric or bibliometric indicators to
quantify research output. However, particularly for individ-
ual research assessment, one of these indicators has become a
prominent indicator of scientific impact, because it provides
a balance between productiveness and citation impact: the
h-index. A lot of research has been conducted on the h-index
since its introduction in 2005 [13] and derivative indicators
have been developed and tested [5, 9]. Only a few studies
[16, 22, 23] have investigated the development of the h-index
over time, i.e. h-index sequences, and only one study [17] on
a larger scale. However, we believe that h-index sequences
can be an informative and adequate source for individual
assessment since they are normalized by the career years of
the individual researcher.

The contributions of this study are fourfold:

1. We performed the analysis on a larger scale to classify
researchers’ h-index sequences.

2. The h-index sequences can be different across fields,
but we found that the distribution of researcher types
might be similar, which needs to be investigated in
more detail in future work.

3. Counterintuitively, a linear trend in an h-index se-
quence does not guarantee a more successful career,
in terms of a higher h-index. The researchers with the
highest h-indices mostly have S-shaped sequences or
IS-shaped sequences.

4. We found that the classification according to Wu’s al-
gorithm is not really balanced, since there is a large
tendency toward S-shaped sequences.

Our ultimate goal is to develop a self-evaluation tool, to
assess one’s own development of the h-index in comparison
to other researchers in the same field, maybe identify career
role models in the field and assess career development with
future chances of success. This study, therefore, explores the
feasibility of using the h-index sequences for this purpose, by
conducting the first analysis of h-index sequences on a larger
scale. The paper is organized as follows: Section 2 presents
previous studies on h-index sequences, which influenced the
research design; Section 3 discusses the methodological ap-
proach; Section 4 presents and discusses the results of the
study and Section 5 concludes the paper.
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Figure 1: 5 types of h-index sequences, as classified by Wu et al. [22]
illustration based on our data

2. RELATED WORK
Studies have shown why the h-index gives an adequate

picture of one’s research output and impact, but also why
we do not see the full picture when looking solely at the
number of publications that have received at least the same
number of citations [1, 8, 12]. The h-index has also been re-
searched over time to determine whether it is a good means
to predict one’s scientific future [6, 7, 10, 22, 23]. However,
the problem has been so far that large-scale data collec-
tion is a cumbersome process, because citations received in
the past need to be cut off for each additional citation year
in order to determine the correct h-index. Hence, we only
know about a handful famous scientists, usually Nobel Prize
winners or special award winners that have outstanding cita-
tion records, and what their h-index sequences look like over
time. Wu et al. [22] have identified five different h-index de-
velopment curves that may describe the career of a scientist.
Their study has been carried out on 47 Nobel Prize winners
in Medicine (16), Chemistry (14) and Economics (17) and
showed that all of them have one of the five types of h-index
sequence curves: convex, concave, S-shaped (=first concave,
then convex), IS-shaped (=first convex, then concave) and
linear (Fig. 1). However, what do we know about average
researchers? What kind of career curve do they typically
have? How do we know at a certain point in our career if
there is still a chance to become a top tier scientist or how
big that chance is?

The only analysis on h-index sequences on a larger scale
has been carried out by Liu et al. [17]. They developed
a tool to crawl the citation profiles of computer scientists
in Microsoft Academic Search1, but only used a fraction of
these citation profiles to carry out three experiments. They
focused on researchers with a high h-index, compared their
h-sequences and studied rising stars. Additionally, they se-
lected 50 scientists and performed latent semantic analysis
to identify trends in research interests. However, it seems
they did not tap the full potential of their collected data,
because a quick search for authors in Computer Science on
Microsoft Academic Search provides 1,598,575 results (as of
26 November 2015).

With regard to the data sources used for bibliometric anal-
ysis, usually one or a combination of the big three databases
(Web of Science2, Scopus3 and Google Scholar4) is employed

1
http://academic.research.microsoft.com/

2
http://webofknowledge.com/

3
http://www.scopus.com/

4
http://scholar.google.com/

in their function as citation index [4, 8]. Many studies have
investigated Google Scholar as a source for citation anal-
ysis and also compared it to the commercial data sources
Web of Science and Scopus [2, 3, 11, 18]. Coverage, overlap
and citation counts have been compared for various sub-
ject domains. The results showed that Google Scholar is a
clear winner with respect to coverage of publications, even in
the social sciences and humanities where both, Web of Sci-
ence and Scopus, have some deficits. The studies also con-
cluded that in order to use the databases for research evalu-
ation purposes they should be used in a complementary way
and apply data cleaning methodologies. Apart from Google
Scholar having the most problems with duplicate publica-
tions (and, therefore inflated citation counts [14]), also Web
of Science and Scopus struggle with data quality issues, such
as incorrect extracted citation information that lead to non-
or incorrect matches between cited and citing article [19].
Hence, there is no ready-to-use bibliometric data source for
citation analysis. It therefore depends on the goal of the
particular study to decide which data source fits the pur-
pose best.

3. METHODOLOGY
Our study presents the first analysis on a larger scale of h-

index sequences as a first step towards a self-evaluation tool
that will provide time-dependent information and a compar-
ison of the h-index of individual researchers. The research
questions we have identified in this context are the following:

• What does the average h-index sequence of a group of
researchers from the same field regarding shape and
variance look like?

• Can we find differences in the average h-index sequences
between researchers from different fields?

• Applying the classification algorithm developed by Wu
et al. [22], what category is found most among re-
searchers? What h-index sequence do the researchers
with the highest h-index have?

The first and the second research questions deal with the
visualization of the average h-index sequences over time. It
is rather easy to calculate the current h-index of a researcher,
if you have all publication and citation data available. It is
mathematically defined as the intersection of the 45 ◦ line
with the curve of number of citations versus paper number,
where papers are numbered in order of decreasing citations
[13]. However, to calculate the h-index as a sequence in
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Table 1: Descriptive statistics per field

Computer Algorithms Machine
Vision Learning

# citations 242,838 90,726 276.985

# authors 234 85 131

h-index
mean 9.10 8.94 12.11
sd 10.36 8.23 13.72
median 6.00 7.00 8.00
min 1.00 1.00 1.00
max 84.00 49.00 81.00

career year
mean 11.55 12.00 11.82
sd 7.62 7.04 8.22
median 9.50 11.00 9.00
min 1.00 1.00 1.00
max 41.00 33.00 39.00

time, the citation data needs to be cumulatively concate-
nated for each additional year, starting in the year of the
author’s first publication (= career year 1). Because of this
normalization of the data, a comparison between different
researchers from the same field but also between different
fields (given the fact that they are similar in their publi-
cation behavior) is valid. We investigated three exemplary
fields of Computer Science: Computer Vision, Algorithms
and Machine Learning. However, the methodology could be
applied to any field of interest. The third research question
applies the classification algorithm developed by Wu et al.
[22] to the h-index sequences of authors from both fields. We
are interested in the distribution of researchers per category
and investigate if we can find differences between the fields.

In order to conduct such a large-scale analysis, we needed
to collect the complete citation data of all researchers in
question. The citation data consists of cited and citing ar-
ticles and their bibliographic data, including most impor-
tantly the publication years of the citing articles. A cited
article is one that has been referenced by one or more arti-
cles and is also sometimes referred to as target article. In
our study target articles are the publications listed on the
citation profiles of the researchers. An article citing another
article is called a citing article or source article. It holds a
reference to usually more than one target article.

3.1 Choice of data source
In contrast to the study of Liu et al. [17], we opted for

Google Scholar as a data source. Ortega et al. [20] have eval-
uated Google Scholar and Microsoft Academic Search cita-
tion profiles and conclude they both could be used for evalu-
ation purposes if applied alongside other data sources. How-
ever, when comparing their coverage and quality they found
that Google Scholar provides the better results: Google
Scholar citation profiles include more documents and cita-
tions than those in Microsoft Academic Search with a strong
bias toward the information and computing sciences. This
bias works actually as an advantage for us, since we are in-
terested in computer scientists. In addition, Microsoft Aca-
demic Search shows a higher number of duplicated profiles
and a lower updating rate than Google Scholar citation pro-

files. Because of its comprehensive coverage Google Scholar
is an adequate data source for large scale analysis, especially
when not only focusing on the elite of a research field. Since
we are interested in evaluating individual researchers, disam-
biguating authors was the most important aspect and this
can be rather easily achieved by looking at the individual
Google Scholar citation profiles. We can assume that be-
cause researchers have to sign up with their academic e-mail
address in order to create a profile that they will also in-
vest a certain amount of time to make sure the publications
listed on their profiles are close to complete and that they
also at least superficially check for duplicate publications or
publications by homonymic authors. Since Google Scholar
citation profiles and the links to the bibliographic data of
cited and citing articles are publicly available and do not
require the access to a commercial database, such as Web
of Science and Scopus, they are often the first impression of
scientific impact, that, for example, hiring committees look
at. However, we are aware of Google Scholar’s data quality
problems that have been investigated and discussed in sev-
eral studies [14, 15, 11] and these issues are far from being
solved [19]. Nevertheless, we cannot ignore the popularity
of Google Scholar as a scholarly search engine and its use as
easily accessible reference point when checking a researcher’s
citation profile. Therefore, we decided to still base our study
on Google Scholar data and applied data cleaning and har-
monization methods (cf. subsection 3.2).

3.2 Data collection
The reason why no large-scale analysis of h-index sequences

has been conducted so far, has been addressed in previous
studies as “because it is a cumbersome process”. Neverthe-
less, we opted for Google Scholar for the reasons described
in the previous section. We developed a tool to crawl Google
Scholar citation profiles of computer scientists, who had a
public profile on Google Scholar and stated Computer Vision
or Algorithms as one of their areas of interest or contained
these strings in their affiliation. We collected the author-
specific data (name, affiliation and areas of interest) and
the bibliographic data we needed to calculate the h-index se-
quences. Hence, we not only collected the publication data
and the citation counts, but also collected the data of the
citing articles in order to be able to calculate the cumu-
lative citation counts of the cited articles for each citation
year. Even though Google Scholar is a public service which
offers bibliographical information to all the users, it poses
some technical challenges when we crawl researcher profiles.
The main obstacle is that it prevents automated crawling
by presenting a CAPTCHA test [21] so that users need to
pass a “Are you human?” test in order to continue using
the service. Such CAPTCHA tests will present themselves
randomly, partly correlated with the rate and number of
pages crawled. Therefore, we resort to use a dozen of PCs
to crawl data from Google Scholar simultaneously with a
rate acceptable by Google yet providing a good throughput
rate in order to collect a large number of researcher profiles
with minimum time.

In total we investigated 234 researchers in the field Com-
puter Vision, 87 in the field Algorithms and 133 in the field
Machine Learning. A total number of 610,549 citing arti-
cles was processed (cf. Table 1 for the detailed descriptive
statistics). We found 7 duplicated citation profiles (even
with verified e-mail addresses), which we of course excluded
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Figure 2: Average h-index sequences. Solid line = mean, dashed line = median, grey area = 0.95 confidence interval

from the analysis. We eliminated articles without publica-
tion and/or citation year from the analysis and also checked
for plausible publication and citation years (e.g. the publi-
cation year of the target article must be the same or smaller
than the publication year of the source article). We had to
completely remove one profile from the analysis, since it was
a profile where the researcher confirmed every publication by
homonymic authors (yet with different second initials) as his
own. We also eliminated duplicate source and target article
pairs, if existing, from the analysis. However, we did this
with exact string matching only, which means that different
versions of the same article with article title variants have
not been de-duplicated.

4. RESULTS AND DISCUSSION

4.1 Average h-index sequences
Answering the research question about the average h-index

sequence, we can observe similarities but also differences be-
tween our data sets. Fig. 2 shows the average h-index se-
quences (solid line) complemented by the 0.95 confidence
interval area (grey area). In addition, the illustrations show
the median (dashed line). Only around 10% of the re-
searchers have a career of 25 years that is why we decided
to cut off the comparison at 25 career years. In general, the
average h-index sequence increases over time. However, this
increase can be observed in the Computer Vision and Ma-
chine Learning datasets almost linearly for the entire career
year line and in the other dataset only until career year 12
and with a smaller yearly increase. Interestingly, all three
datasets show approx. the same mean and median h-index
at 5 and 10 career years, which can be a sign that in the
first ten career years the h-indices of researchers within a
certain research field behave the same. Note, that only 50%
of the researchers have a career with more than 10 years
in all three datasets. Hence, the accuracy of the calcula-
tion decreases with increased career year and the findings
need to be corroborated in additional future analyses. The
median is predominantly higher than the mean in the two
bigger datasets and they drift further apart after approx.
career year 12. This could be an indicator that at approx-
imately 12 career years, there is a turning point: either, a
career takes off, which is expressed in an increased h-index,
or the career stagnates and shows only small increases in
the h-index in the following years. Therefore, the median h-
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Figure 3: Comparison of h-index sequence categories by field

index is a better means to describe the “average” researcher
in both datasets.

However, we also need to take into account the different
sample sizes. The Machine Learning was only about half
the size of the Computer Vision dataset and the Algorithms
dataset was even smaller, meaning the Algorithms dataset
is less crowded. The differences caused by the sample size
are predominantly expressed by the increased area of the
confidence interval. From around career year 15 in Computer
Vision, and a little earlier in the other two datasets, the area
of the confidence interval starts getting larger. This can be
explained by the decreasing number of researchers that have
a career with more than 15 years. This suggests that each
field has its own dynamics after career year 15.

4.2 Classification of h-index sequences
To answer research question 3, we applied the algorithm

developed by Wu et al. [22] to classify the h-index se-
quences into one of the five categories: convex, concave,
S-shaped (=first concave, then convex), IS-shaped (=first
convex, then concave) and linear (cf. Fig. 1. We found that
more than 8 career years are necessary to classify the h-index
sequences with the algorithm. Therefore, of the 234 Com-
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Figure 4: Publication count, citation count, h-index per au-
thor and type of h-index sequence
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Figure 5: Examples of h-index sequences classified as S-
shaped by the Wu algorithm, that are not unambigously
S-shaped

puter Vision (CV) researchers 56.84%, of the 131 Machine
Learning (ML) researchers 57.14% and of the 87 Algorithms
(AL) researchers 64.37% could be classified. Of those, the
majority shows an S-shaped h-index sequence (CV: 63.16%,
ML: 69.74%, AL: 71.43%), followed by slightly more IS-
shaped sequences (CV: 18.05%, ML: 19.74%, AL: 14.29%)
than linear ones (CV: 16.54%, ML: 7.89%, AL: 14.29%) (Fig.
3. Purely convex or concave sequences only occur once or
twice in CV and ML. This means the majority of researchers
have a rather slow start in their early career years, expressed
by a slow increase in the h-index, followed by an increase in
the middle of their career and at some point the h-index
stagnates again.

Fig. 4 shows a career year comparison of all three datasets
after 10 career years. Each researcher is represented by their
type of h-index sequence (= shape and colour) and the size
of the different shapes represent the size of the h-index at
this specific point in their career. On the x-axis we find
the total number of publications and on the y-axis the to-
tal number of citation received. Looking for the researcher
with the highest h-index in all three fields, we can find dif-
ferent h-index sequence categories. Counterintuitively, not
all researchers classified as linear h-index sequence have the
highest h-indices. In Computer Vision, the researchers with
an S-shaped h-index sequence have the highest h-index, but
there are two researchers with an IS-shaped and a linear
sequence that are as high. In contrast, in Algorithms, the
researcher with the highest h-index belongs to the IS-shaped
category. Machine Learning also paints a different picture.
The researchers with the highest h-index have an IS-shaped,
S-shaped or linear h-index sequence. Hence, having a lin-
ear h-index is not only very hard to achieve, it is also not a
guaranty to have the highest h-index in a field.
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5. CONCLUSION
This research investigated the h-index sequences of re-

searchers of three exemplarily chosen research fields within
Computer Science. We performed a large-scale analysis to
analyze the average h-index sequence as well as classify re-
searchers according to their h-index sequence shape. The av-
erage h-index sequence curves can be very different across ar-
eas, but were similar for the first 10 career years for all three
research fields. However, this finding needs to be corrobo-
rated in future research by an even larger data sample. The
majority of researchers has an S-shaped h-index sequence,
followed by IS-shaped and linear sequences. Purely concave
or convex sequences hardly ever occur. Counterintuitively,
a linear trend of an h-index does not guarantee a higher
h-index. Researchers with a high h-index mostly have S-
shaped h-index sequences. Since Wu et al.’s algorithm was
developed using Nobel Prize winners’ careers, we suspect
that this is the reason why the classification of average re-
searchers may have been unbalanced toward one category.
The examples in Fig. 5 show some h-index sequences that
may not be classified unambiguously as S-shaped. There-
fore, in our future work we will work on refining the classifi-
cation of h-index sequences as well as adding more subfields
to our investigation of Computer Science, in order to carry
out a true large-scale analysis of h-index sequences.
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